One of the main concerns of dynamic systems property analysis is an appraisal of the conditions for the preservation of the system properties when small changes to the system parameters occur. For example, this information is important in assessing the degree of maintainability of the system when changes to various structural system components occur. Due to the complexity and sometimes impossibility to provide the necessary and sufficient allowable ranges of the respective parameters, presentation of at least a sufficient assessment can be great interest. On the other hand, experience shows that availability of universal theoretical results leads to great difficulties in applying these results to solve specific issues. We believe that such considerations should be taken into account during preparing theoretical structures for solving specific practical problems.

Let to formalize the statement of the problem. Consider a dynamic system:
\[ \frac{dZ(t)}{dt} = A(E)Z(t), \]
where \( A = (a_{ij}(E))_{m \times m} \) is a known constant matrix and all its eigenvalues \( \lambda_j \), \( j = 1, 2, \ldots, m \) are different and their real parts are negative. In this case the system (3) is stable. However, if the matrix \( A = A + E \), \( E = (e_{ij})_{m \times m} \), where \( e_{ij} \) are unknown «perturbations» of the original matrix elements, then the question of the stability of a "perturbed" system \( \frac{dZ(t)}{dt} = \tilde{A}Z(t) \) becomes relevant and can be resolved by using Lemma 1. So, first, the fact that the eigenvalues \( \lambda_j(E) = \lambda_j(e_{ij}) \) are known, \( k = 1, 2, \ldots, n \) of matrix \( \tilde{A} = A + E \) are sufficiently smooth functions of the parameters \( e_{ij}, i, j = 1, 2, \ldots, n \) in the neighborhood of zero must be proved.

Let's assume that a dynamic system is given by the following system of differential equations:
\[ \frac{dZ(t)}{dt} = AZ(t), \]
where \( A = (a_{ij})_{m \times m} \) is a known constant matrix and all its eigenvalues \( \lambda_j \), \( j = 1, 2, \ldots, m \) are different and their real parts are negative. In this case the system (3) is stable. However, if the matrix \( A = A + E \), \( E = (e_{ij})_{m \times m} \), where \( e_{ij} \) are unknown «perturbations» of the original matrix elements, then the question of the stability of a "perturbed" system \( \frac{dZ(t)}{dt} = \tilde{A}Z(t) \) becomes relevant and can be resolved by using Lemma 1. So, first, the fact that the eigenvalues \( \lambda_j(E) = \lambda_j(e_{ij}) \) are known, \( k = 1, 2, \ldots, n \) of matrix \( \tilde{A} = A + E \) are sufficiently smooth functions of the parameters \( e_{ij}, i, j = 1, 2, \ldots, n \) in the neighborhood of zero must be proved.
We will show a constructive proof of this statement which allows to design a simple algorithm of numerical solution to an inverse problem of dynamic system stability with uncertain parameters.

Assume that $\tilde{X}$ is an orthonormal matrix and its columns are orthogonal to a vector $\tilde{y}$, $\tilde{Y}$ is a matrix which consists of $X^{-1}$ columns: $\tilde{Y} = [\{x_i\}_{i=1}^{n}, \{a_i\}_{i=1}^{n}]$ where $H \cap \{x_i\}_{i=1}^{n}, \{a_i\}_{i=1}^{n} = X^{-1}$.

Since the following statement is true:

$$X^Ty = (x, \tilde{X}^T)(\tilde{y}, \tilde{Y}) = \tilde{x}^T\tilde{y} \in (n_{(n-1)})$$

and columns of $\tilde{X}$ are orthogonal to $\tilde{y}$, columns of $\tilde{Y}$ are orthogonal to $\tilde{x}$, the (3) is also true.

Consider the following expression:

$$X^TA = (\tilde{x}, \tilde{z}_1, z_2, \ldots, \tilde{z}_{n-1})^T(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \begin{bmatrix} \tilde{x}^T\tilde{a}_1 & \tilde{x}^T\tilde{a}_2 & \ldots & \tilde{x}^T\tilde{a}_n \end{bmatrix} = \begin{bmatrix} \tilde{x}^T(\tilde{A}(0)) \end{bmatrix} = \begin{bmatrix} \tilde{x}^T(\tilde{A}) \end{bmatrix}$$

$r\in\{\tilde{a}_j, j = 1, 2, \ldots, n\}$ - columns of matrix $A$, $\tilde{A}^* \in \mathbb{R}^{n(n-1)}$.

From (6) we obtain:

$$X^TAy = \begin{bmatrix} \tilde{x}^T\tilde{y} & \tilde{x}^T\tilde{h}_1 & \ldots & \tilde{x}^T\tilde{h}_{n-1} \end{bmatrix} = \begin{bmatrix} \tilde{x}^T\tilde{y} & \tilde{x}^T\tilde{h}_1 & \ldots & \tilde{x}^T\tilde{h}_{n-1} \end{bmatrix} = \begin{bmatrix} \lambda & 0_{n_{(n-1)}} \end{bmatrix}$$

(7)

where $\tilde{x}^T\tilde{y} = 1$ and $\tilde{x}^T\tilde{h}_0 = 0$.

Also, let's use the following expression:

$$AY = \begin{bmatrix} \tilde{a}_1^T & \ldots & \tilde{a}_n^T \end{bmatrix}(\tilde{y}, \tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_{n-1}) = (\lambda\tilde{y}, \tilde{A}^*)$$

(8)

From (8) we obtain:

$$X^TAY = (\tilde{x}, \tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-1})\begin{bmatrix} \lambda & 0_{n_{(n-1)}} \end{bmatrix} = \begin{bmatrix} \lambda \tilde{x}^T & 0_{(n-1)\times 1} \end{bmatrix}$$

(9)

because $\tilde{x}^T\tilde{y} = 1$ and $\tilde{x}^T\tilde{y} = 0$.

From associative property of matrix multiplication and expressions (8) and (9), we can conclude that statement (5) is true.

According to [4], if conditions of Theorem 1 are satisfied the following decomposition takes place:

$$\lambda(\tilde{e}) = \lambda + \tilde{y}^TEX + \tilde{y}^TEX(AI_2A_2)^{-1}Y_iE + O(\|\tilde{e}\|^2)$$

(10)

3. **Algorithm for the numerical solution of the inverse stability problem for a dynamical system with uncertain parameters**

Using the proof of Theorem 1 of §2, we formulate an algorithm for the numerical solution of the inverse stability problem for a dynamical system with uncertain parameters.

**Step 1.** Compute the single eigenvalue $\lambda$ of the matrix $A$ and the corresponding left and right eigenvectors -- $\tilde{x}, \tilde{y}$.

**Step 3.** Form the matrix $H = (\tilde{T}, N)$, where

$$\begin{pmatrix} 1 & 0 & \ldots & 0 \\ 0 & 1 & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \end{pmatrix} \in \mathbb{C}^{n(n-1)}.$$  

$$N = \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & 0 & 1 \\ 0 & 0 & \ldots & 0 & 0 \end{pmatrix}$$

**Step 3.** Orthogonalize the Gram-Schmidt matrix $H$. The result is an orthonormal matrix $H_2$.

**Step 4.** Form the matrices $X$ and $Y$ by this way: $X = (\tilde{x}, H_2)$,  

$Y = (\tilde{y}, H_4)$, rae $H_2: {\{h_i\}}_{i=1}^{n_{(n-1)}} = {\{h_i\}}_{i=1}^{n_{(n-1)}}$,

$H_4: {\{x_i\}}_{i=1}^{n_{(n-1)}} = {\{x_i\}}_{i=1}^{n_{(n-1)}}$, i.e. the matrix $H_2$ is the matrix $H_2$ without the first column. And $H_4$ is the matrix $X$ without the first column.

4. **Analysis of the stability of the monomerization process in a chemical reactor**

Consider the algorithm presented above for the example of the stability problem of the monomerization process in a chemical reactor [7].

The parameters of this system are known [7, 8]. Note, from the mathematical point of view, the stability of the monomerization process is equivalent to the stability of the solutions of the system (11).

If to represent the system (11) in the form (3), then “unperturbed” matrix $A$ for the considered problem becomes:

$$A = \begin{pmatrix} -476,144 & 0,179 & 0 \\ 0 & -51,029 & 1,327 \times 10^{-3} \\ 0 & 0,006 & -2,376 \end{pmatrix}$$

(12)

The “perturbation” matrix:

$$E = \begin{pmatrix} e_1 & e_2 & 0 \\ 0 & 0 & e_3 \\ 0 & e_4 \\ \end{pmatrix}$$

(13)

Using the algorithm presented in the previous paragraph, let to calculate the eigenvalues of the matrix:

$$\lambda = (-523,072; -4,101; -2,376)$$

(14)

The real parts of the eigenvalues are less than zero, so the system (11) is stable.

To illustrate the algorithm use $\lambda_2 = -4,101$. The right and left eigenvectors are equal to:

$$\tilde{x}_2 = (-0,999 \ -0,003 \ 2,94 \times 10^{-4})^T,$$

$$\tilde{y}_2 = (-3,8 \times 10^{-4} \ -0,999 \ 0,003)^T.$$
Then to calculate (9) for $\lambda = -4,101$ by using Lemma 1:

$$\lambda (\varepsilon) = 6,819 \cdot 10^{-6} \varepsilon^2 + 3,689 \cdot 10^{-4} \varepsilon - 4,1$$

Thus, after solving inequality

$$\lambda (\varepsilon) < -\frac{\delta^2}{2} |\delta| < 1,$$

we get the acceptable ranges for variation of $\varepsilon$. The important moment is the fact that this ranges should be a sufficiently small number for the relation (10) to be satisfied.

5. Conclusion

The paper presents and substantiates the method for estimating acceptable perturbation ranges of several parameters of a dynamic system, which ensure the preservation stability in the system.

For convenience, the authors propose to nondimensionalize the system before applying the proposed algorithm. It allows to scale the considering system.
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